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Type inference is essential for statically-typed languages such as OCaml and Haskell. It can be decomposed
into two (possibly interleaved) phases: a generator converts programs to constraints; a solver decides whether
a constraint is satisfiable. Elaboration, the task of decorating a program with explicit type annotations, can
also be structured in this way. Unfortunately, most machine-checked implementations of type inference do
not follow this phase-separated, constraint-based approach. Those that do are rarely executable, lack effectful
abstractions, and do not include elaboration.

To close the gap between common practice in real-world implementations and mechanizations inside proof
assistants, we propose an approach that enables modular reasoning about monadic constraint generation in the
presence of elaboration. Our approach includes a domain-specific base logic for reasoning about metavariables
and a program logic that allows us to reason abstractly about the meaning of constraints. To evaluate it, we
report on a machine-checked implementation of our techniques inside the Coq proof assistant. As a case
study, we verify both soundness and completeness for three elaborating type inferencers for the simply typed
𝜆-calculus with Booleans. Our results are the first demonstration that type inference algorithms can be verified
in the same form as they are implemented in practice: in an imperative style, modularly decomposed into
constraint generation and solving, and delivering elaborated terms to the remainder of the compiler chain.
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1 Introduction
The goal of type inference is to determine whether a program is well-typed, and if it is, to compute its
most general type. Type inference is often accompanied or followed by elaboration, whose purpose
is to construct an explicitly-typed program. Naturally, type inference has long been the subject
of formal study [Curry and Feys 1958]. In his seminal paper on the programming language ML,
Milner [1978] presents two type inference algorithms, J andW, and proves thatW is sound: the
type inferred byW is a valid type for this program. Four years later, Damas and Milner [1982]
prove thatW is complete: if there is a valid type for this program thenW infers this type or
a more general type [Damas 1984]. At the time, all proofs were carried out by hand, and were
therefore prone to imprecision and mistakes. Since then, higher assurance has been obtained by
employing proof assistants to mechanically verify the desired properties [Dubois and Ménissier-
Morain 1999; Naraschewski and Nipkow 1999; Nazareth and Nipkow 1996; Urban and Nipkow
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2009]. Mechanization can reveal missing details or incorrect proofs, as illustrated, for instance, by
Zhao et al. [2019].
Although it is clear, very early, that type inference involves solving equations [Milner 1978;

Cardelli 1987; Wand 1987], the idea of explicitly binding type variables via existential quantifiers1
appears only later on: Jouannaud and Kirchner [1991] explain first-order unification as a constraint
rewriting process, where constraints involve equations, conjunctions, and existential quantification.
Later still, Odersky et al. [1999] present a constraint-based reformulation of ML’s type system.
Today, some form of constraint-based type inference is in use in several production-grade compilers,
including Helium [Heeren et al. 2003] and GHC [Vytiniotis et al. 2011].

Constraint-based type inference consists of two (possibly interleaved) steps, namely constraint
generation and constraint solving. These steps are performed by two separate pieces of code that
communicate via constraints whose logical meaning is clearly defined. In many paper presenta-
tions of constraint-based type inference, the constraint solver produces a Boolean result, namely
“satisfiable” or “unsatisfiable”. If the constraint is satisfiable then the source program is well-typed.
Naturally, in this event, it is then desirable or necessary to perform a third step, elaboration, which
constructs a program that carries explicit type annotations. Pottier [2014] proposes a method where
these three steps are described by just two pieces of code. The generator and elaborator form one
module; the solver forms another; the two parts communicate via constraints with “semantic values”.
This separation of concerns seems particularly appealing because it is expected to make each of
the two components easier to explain, evolve, re-use, and verify.

Yet, the constraint-based approach has seldom been mechanized. To the best of our knowledge,
PureCake [Kanabar et al. 2023; Kanabar 2023] is the only compiler that includes a verified constraint-
based type inference algorithm. While we applaud this achievement, we must also highlight some of
its limitations. In particular, PureCake’s type inference algorithm is proven sound, but not complete.
The fact that type variables must be chosen “fresh” is not formalized or exploited, as it is not
necessary for soundness. Also, while the proof of soundness exists, it is described neither in the
paper [Kanabar et al. 2023] nor in Kanabar’s dissertation [2023].

Realistic type inferencers (whether verified or unverified; whether constraint-based ormonolithic)
are usually expressed in an imperative style, either in an impure programming language, or in
a pure language equipped with effectful abstractions for failure and state, such as applicatives
or monads. Yet, when a monadic type inferencer is verified [Garrigue 2015; Tan et al. 2019], the
monadic abstraction is often not exploited: the definitions of the monadic combinators are unfolded,
and one reasons about a concrete run of the monadic program.
To reason about monadic programs without breaking the monadic abstraction, an alternative

approach is to develop a program logic that associates a logical reasoning rule with every operation
of the monad [Swierstra 2009; Maillard et al. 2019; Swierstra and Baanen 2019]. For instance, in
their proofs of correctness and completeness of algorithmW and of a unification algorithm, Silva
et al. [2020] use a program logic for the failure-and-state monad. However, while this program logic
facilitates reasoning about failure and state, it ignores domain-specific concerns such as reasoning
about the freshness of type variables. As a result, all statements have to deal with these concerns
explicitly. To fully embrace this approach, it is necessary to develop a monad and a program logic
that are tailored for the application domain: as argued by Nigron and Dagand [2021], “every monad
deserves a dedicated program logic”.

1An existentially quantified constraint ∃𝛼.𝐶 expresses the idea that 𝛼 stands for an as-yet-undetermined type, that is, a type
whose concrete value can be guessed by the constraint solver, subject to the constraint𝐶 . This must not be confused with
the concept of an existential type ∃𝛼.𝜏 , where the variable 𝛼 represents an abstract type, that is, a type whose concrete
value has intentionally been hidden. Existential types do not appear in this paper.
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e ∈ Exp ::= x | 𝜆x .e | 𝜆x:𝜏 .e | e e | true 𝜏 ∈ Ty ::= 𝜏⇒𝜏 | bool
| false | if e then e else e Γ ∈ Ctx ::= 𝜀 | Γ , x : 𝜏

Fig. 1. The simply typed 𝜆-calculus with Booleans (𝜆B)

In summary, we argue that, in machine-checked implementations of type inference and elabora-
tion, there is still an unmet need for an elegant and modular approach, one that retains and exploits
the best practices of real-world implementations, including a constraint-based phase separation
and the use of domain-specific monadic abstractions.

In this paper, we make several initial steps towards meeting this need. From first principles, we
develop a domain-specific approach to the mechanical verification of type inference and elaboration
algorithms based on constraints with semantic values. Our approach meets the following goals:
(1) the programming interface uses functional abstractions; (2) the algorithms can be extracted,
therefore executed outside of the proof assistant; (3) the implementation and proofs are modular
and composable thanks to constraints; and (4) several kinds of output are supported: the output of
an algorithm might be a Boolean result (“yes, the program is well-typed”), an inferred type, or an
explicitly-typed program.

This paper contributes a new understanding and semantics of “constraints with semantic values”.
An ordinary constraint, whose meaning is a truth value (either the constraint holds, or it does not),
can also be viewed as a monadic program, which either succeeds (with a unit result) or fails. This
view of constraints as programs can be extended to constraints with semantic values: in this more
general setting, a constraint is a monadic program which either succeeds (and produces a result of
type A) or fails. Because a constraint can have several solutions, it is naturally a non-deterministic
program, which has multiple possible results. In this setting, it seems natural to define the meaning
of constraints by interpreting a constraint as a function of type (A → P) → P, which maps a
postcondition to a truth value. This is known as a predicate transformer semantics. We use this
semantics as the basis of a program logic for high-level reasoning about the meaning of constraints.

In summary, we make the following contributions:
• We specify an abstract interface for type inference monads that enforces correct by construc-
tion handling of metavariables (§3.1). We develop a constraint-based approach by providing
a free monad instance (§3.1), that represents the syntax of constraints, and implement a
constraint generator with elaboration for the simply typed 𝜆-calculus with Booleans (§3.3).
• We develop a domain-specific base logic for reasoning about metavariables and define ab-
stractions tailored for reasoning about weakening substitutions (§4.2).
• We define the semantics of constraints (§4.3) on top of the base logic and derive rules that
form a program logic (§4.4) for reasoning about constraint generating functions which we
use to prove the correctness of our generator (§4.5).
• We mechanize the results of this paper, and a solver based on first-order unification in the
Coq proof assistant and report on the extraction to Haskell (§5).

2 Overview
In this section, we present an overview of our approach. The subject of our exposition is the simply
typed 𝜆-calculus with Booleans (𝜆B). We perform type inference and elaboration for this object
language. Figure 1 describes 𝜆B. Besides variables, abstraction, and application, we introduce an
if-then-else construct and two primitive values: true and false. There are two forms of 𝜆-abstraction,
namely an implicitly-typed abstraction (𝜆x .e) and an explicitly-typed one (𝜆x:𝜏 .e).
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T-Var
(x : 𝜏) ∈ Γ

Γ ⊢𝐷 x : 𝜏{x

T-App
Γ ⊢𝐷 e1 : 𝜏1⇒𝜏2{ e′1 Γ ⊢𝐷 e2 : 𝜏1{ e′2

Γ ⊢𝐷 e1 e2 : 𝜏2{ e′1 e′2

T-Abs-Implicit
Γ , x : 𝜏1 ⊢𝐷 e : 𝜏2{ e′

Γ ⊢𝐷 𝜆x .e : 𝜏1⇒𝜏2{𝜆x:𝜏1.e′

T-Abs-Explicit
Γ , x : 𝜏1 ⊢𝐷 e : 𝜏2{ e′

Γ ⊢𝐷 𝜆x:𝜏1.e : 𝜏1⇒𝜏2{𝜆x:𝜏1.e′
T-True
Γ ⊢𝐷 true : bool{ true

T-False
Γ ⊢𝐷 false : bool{ false

T-If
Γ ⊢𝐷 e1 : bool{ e′1 Γ ⊢𝐷 e2 : 𝜏{ e′2 Γ ⊢𝐷 e3 : 𝜏{ e′3

Γ ⊢𝐷 if e1 then e2 else e3 : 𝜏{ if e′1 then e′2 else e′3

Fig. 2. Declarative typing and elaboration rules for 𝜆B

check (Γ : Ctx) (e : Exp) (𝜏 : Ty) : P := match e with
| x → if (x : 𝜏 ′) ∈ Γ then 𝜏 = 𝜏 ′ else ⊥
| 𝜆x .e →∃𝜏1.∃𝜏2 . (𝜏 = 𝜏1⇒𝜏2) ∧ check (Γ , x : 𝜏1) e 𝜏2
| 𝜆x:𝜏1.e→∃𝜏2. (𝜏 = 𝜏1⇒𝜏2) ∧ check (Γ , x : 𝜏1) e 𝜏2
| e1 e2 →∃𝜏 ′ . check Γ e1 (𝜏 ′⇒𝜏) ∧ check Γ e2 𝜏

′

| false → 𝜏 = bool | true→ 𝜏 = bool
| if e1 then e2 else e3 → check Γ e1 bool ∧

check Γ e2 𝜏 ∧ check Γ e3 𝜏

Fig. 3. Typing as a proposition generator

class CstrM (M : Type→ Type)
pure : A→ M A
(>>=) : M A→

(A→ M B) → M B
fail : M A
(∼) : Ty→ Ty→ M ()
pick : M Ty

Fig. 4. Monad interface for
constraints with semantic values

Figure 2 defines the 4-place judgement Γ ⊢𝐷 e : 𝜏{ e′. This judgement, known as declarative
typing with elaboration, states that in the typing context Γ the expression e admits the type 𝜏 and
that its elaborated form is the expression e′. Here, e′ is a fully type-annotated expression in the
same object language: thus, in this paper, elaboration is just type reconstruction. In other settings,
elaboration can also involve a translation of the source program into an intermediate language.

In the remainder of this overview, we first define a generator that produces constraints, viewed
as propositions (of type P) in the metalanguage (§2.1). These constraints express just the typability
problem; they do not encode the elaboration process. The generator is a recursive function that
translates a candidate typing judgement (Γ , e, 𝜏) to a proposition. Subsequently, we introduce
a monadic API for constraints with semantic values (§2.2). This allows the generator to produce
constraints whose result is not just a truth value, but can be a more complex object, such as an
elaborated expression. We provide a concrete implementation of this API in the form of a free
monad (§2.3). We conclude this overview with a predicate transformer semantics for constraints,
which we use to express the soundness and the completeness of the generator (§2.4).

2.1 Propositional Constraints
The type checking problem has a straightforward formulation: when Γ , e, 𝜏 are given, one must
decide whether the typing judgement Γ ⊢𝐷 e : 𝜏 holds. A constraint-based type-checker traverses
the input program e to produce a constraint that is logically equivalent to the typing judgement
Γ ⊢𝐷 e : 𝜏 . In this subsection, a constraint is just a meta-level proposition of type P.
Figure 3 gives the implementation of a constraint generator check. It is defined by induction

over the input program e. It does not analyze the shape of the candidate type 𝜏 . This is intentional:
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beginning in the next section (§3), types may contain unification variables, whose shape is not yet
known. Instead, check uses existentially quantified variables, equality assertions, and conjunction
to express under what condition the candidate typing judgement holds. To illustrate this, consider
the case of an implicitly-typed abstraction 𝜆x .e. Such an abstraction is well-typed only when the
candidate type 𝜏 is a function type. This is expressed by requiring 𝜏 to be of the form 𝜏1⇒𝜏2 for
some types 𝜏1, 𝜏2. Furthermore, the function body e is required to admit the type 𝜏2 in the extended
context (Γ , x : 𝜏1).

This constraint generator is sound and complete: that is, the constraint that it constructs is valid
(true) if and only if the candidate typing judgement holds. This is stated by the following theorem:

Theorem 2.1 (Propositional generator correctness). check Γ e 𝜏 ↔ Γ ⊢𝐷 e : 𝜏 .

Proof. Soundness (→) is established by induction over the expression e, unpacking conjunctions
and existentials in induction hypotheses, and applying the introduction rules of the typing relation.
Completeness (←) is established by induction over the typing judgement. Thus, there is no need
for typing-judgement-inversion lemmas. □

2.2 Constraints with Semantic Values: Monadic API
Whereas the type checking problem calls for a Boolean answer (either the program is well-typed,
or it is not), the type synthesis problem and the elaboration problem call for more complex answers,
namely an inferred type and an explicitly-typed term. To address these problems, Pottier [2014]
proposes constraints with semantic values.2 In this setting, a constraint of type CV A represents at
the same time a constraint in the ordinary sense—that is, a logical problem that must be solved—and
a program whose result, or “semantic value”, has type A. The semantic value may depend on the
solution of the constraint: in particular, when a constraint involves an existentially quantified
variable, its semantic value may depend on the value assigned to this variable by the constraint
solver. We make this more precise in §3.
In this paper, we adopt and adapt Pottier’s approach [2014]. However, whereas his constraints

offer an applicative interface, ours offer a monadic interface. In Figure 3, to build constraints, we
have used truth and falsity, equality between object-language types, conjunction, and existential
quantification. This suggests that constraints with semantic values should also support these features.
We achieve this by proposing an abstract interface for constraint monads. This interface takes
the form of a type class, CstrM; it appears in Figure 4. The standard monadic combinators are
pure, which expresses truth and allows returning a semantic value, and (>>=), which can express
conjunction. The failure combinator fail expresses falsity. The equality combinator (∼) imposes an
equation between two object-language types: if its arguments are equal, then it succeeds and returns
a unit value; otherwise, it fails. The non-deterministic angelic choice combinator pick chooses an
object-language type in such a way that subsequent equalities hold and failure is avoided. Together
with (>>=), it can simulate existential quantification.

Using this interface, we write a monadic constraint generator for 𝜆B (Figure 5). It synthesizes a
type and performs elaboration. Just like the propositional constraint generator in Figure 3, it is
defined by induction over the expression, and avoids pattern matching on object-language types.

2.3 Constraints with Semantic Values: Implementation as a Free Monad
In Figure 6, we define an instance of the type class CstrM. It is a free monad: it defines the syntax
of the operations and does not specify their semantics. Following a standard recipe [Hancock and
Setzer 2000], the operations pure, fail, (∼), and pick become constructors of the inductive data

2The terminology “semantic value” is borrowed from the world of parsing.
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synth (Γ : Ctx) (e : Exp) : M (Ty × Exp) := match e with
| x → if (x : 𝜏) ∈ Γ | 𝜆x .e → 𝜏1 ← pick

then pure (𝜏, x) else fail 𝜏2, e′ ← synth (Γ , x : 𝜏1) e
| 𝜆x:𝜏1.e → 𝜏2, e′ ← synth (Γ , x : 𝜏1) e pure (𝜏1⇒𝜏2, 𝜆x:𝜏1 .e′)

pure (𝜏1⇒𝜏2, 𝜆x:𝜏1 .e′) | if e1 then e2 else e3 →
| e1 e2 → 𝜏1, e′1 ← synth Γ e1 𝜏1, e′1 ← synth Γ e1

𝜏2, e′2 ← synth Γ e2 𝜏2, e′2 ← synth Γ e2
𝜏3 ← pick 𝜏3, e′3 ← synth Γ e3
𝜏1 ∼ 𝜏2⇒𝜏3 𝜏1 ∼ bool
pure (𝜏3, e′1 e′2) 𝜏2 ∼ 𝜏3

| true → pure (bool, true) pure (𝜏2, if e′1 then e′2 else e′3)
| false → pure (bool, false)

Fig. 5. Monadic constraint generation with synthesis and elaboration

data Free (A : Type) : Type :=
Pure (a : A)
Fail
Eq (𝜏1 𝜏2 : Ty) (k : Free A)
Pick (k : Ty→ Free A)

Fig. 6. Free monad definition

WP : Free A→ (A→ P) → P :=
WP (Pure a) Q := Q a
WP (Fail) Q := ⊥
WP (Eq 𝜏1 𝜏2 k) Q := 𝜏1 = 𝜏2 ∧WP k Q
WP (Pick k) Q := ∃𝜏 .WP (k 𝜏) Q

Fig. 7. Weakest preconditions for the free monad

type Free A. Each constructor carries the operation’s inputs as well as a continuation k, which
expects the operation’s output as an argument. (In Fail, the continuation has type 0→ Free A, so
we remove it altogether. In Eq, the continuation has type 1→ Free A, which we simplify to just
Free A.) The “bind” operation is not a constructor; it is a function, which is defined by induction
over its first argument.
The higher-order combinator Pick expects a function of the metalanguage as an argument. In

essence, we arrive at a higher-order-abstract-syntax representation [Pfenning and Elliott 1988] of
constraints, where metalanguage variables are used to represent existentially quantified object-
language types. This representation may seem elegant, but is in fact quite impractical: to inspect
the body of an existentially quantified constraint (that is, the continuation of a Pick operation), one
must first supply a type! This makes it difficult to define a constraint solver. A naïve solver would
enumerate all possible types at each Pick: it would be very impractical, and not even guaranteed
to terminate. To work around this problem, in §3, we propose a first-order representation for
existential variables.

2.4 Generator Correctness
To state and prove correctness of the generator, we wish to assign a semantics to a constraint of
type Free A. In other words, we want to interpret a constraint as a proposition that expresses that
the constraint holds, and describes what semantic value the constraint might produce.

The functionWP in Figure 7 offers such an interpretation. If C is a constraint of type Free A and if
Q is a postcondition of type A→ P then the proposition WP C Q means that the non-deterministic
choices inherent in the constraint C can be settled in such a way that failure is avoided and the
constraint’s semantic value satisfies Q. In other words, WP C Q means that there exists a value

Proc. ACM Program. Lang., Vol. 8, No. OOPSLA2, Article 346. Publication date: October 2024.



Type Inference Logics 346:7

a : A such that C can produce a and a satisfies Q. More succinctly, one might say that “some result
of C satisfies Q” or that “C can satisfy Q”.
The function WP is sometimes referred to as a predicate transformer semantics [Swierstra and

Baanen 2019], because if f has type A→ Free B then the function 𝜆Q a. WP (f a) Q, whose type
is (B → P) → (A→ P), maps a postcondition to a precondition. This explains why it is named
WP, for weakest precondition.

We combine the function WP and the constraint generator synth to define an algorithmic variant
of the typing relation:

Γ ⊢𝐴 e : 𝜏1{ e′1 := WP (synth Γ e) (𝜆(𝜏2, e′2). 𝜏1 = 𝜏2 ∧ e′1 = e′2)
This judgement states that the constraint synth Γ e can produce the semantic value (𝜏1, e′1). In other
words, it states that one of its successful execution paths produces exactly the desired type and
elaborated expression. The correctness of the constraint generator can then be stated as a logical
equivalence between declarative and algorithmic typing:

Theorem 2.2 (Constraint generator correctness). Γ ⊢𝐴 e : 𝜏1{ e′ ↔ Γ ⊢𝐷 e : 𝜏1{ e′

In the completeness direction (←), the proof is by induction over the declarative typing judgement.
The goal is a total correctness statement: under the assumption that the typing judgement holds,
the computation must be able to succeed and to satisfy its postcondition. Because the judgement
WP C Q is in fact a Hoare logic, the proof requires Hoare-style reasoning rules for WP, including a
sequencing rule, a consequence rule, and so on. These rules are presented later on.

The soundness direction (→) is best dealt with by first reformulating the statement. The original
statement has the shapeWP C P → Q, which means “if there exists an execution of C that satisfies P ,
then Q”. This is equivalent to “every execution of C satisfies P → Q”.3 This statement can be written
under the form WLP C (P → Q), where the judgement WLP C Q means that the constraint C must
produce a value that satisfies Q, or in other words, that every successful execution of the program C
produces a value that satisfies Q.

A direct definition of this judgement appears in Figure 8. It is an alternative predicate transformer
semantics; the name WLP stands for weakest liberal precondition. The two semantics are related via
the equivalence (WP C P → Q) ↔ (WLP C (P → Q)), which is proved by induction on C.

Thus, the soundness direction of Theorem 2.2 is reformulated as follows:

Lemma 2.3 (Constraint generator soundness). WLP (synth Γ e) (𝜆(𝜏, e′). Γ ⊢𝐷 e : 𝜏{ e′)

The proof of this reformulated statement is more pleasant than a direct attempt at proving the
original statement: indeed, instead of deconstructing a WP hypothesis, we must now construct
a WLP statement. This can be done with the help of suitable Hoare-style reasoning rules for WLP.
A WLP judgement is a partial correctness statement: if the computation succeeds, then the

postcondition must hold. Since our programs always terminate, here, the word “partial” refers only
to the possibility of failure, as opposed to the possibility of divergence. Thus, perhaps it would be
more accurate to refer to WLP as a weak total correctness judgement [Apt 1983]. In general, it is
not possible to establish an equivalence between partial and total correctness judgements, as done
above; in our setting, however, such an equivalence holds.
Noteworthy is that we have just established the correctness of a constraint generator (which

performs type synthesis and elaboration) in isolation—that is, independently of a constraint solver.
However, to actually produce a value, an executable solver is necessary. In the rest of this paper, we
define a solver for a different variable representation, and integrate it with the generator to obtain
a verified generator-solver combination.
3We take the liberty of writing P → Q for 𝜆a.(P a→ Q) .
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WLP : Free A→ (A→ P) → P :=
WLP (Pure a) Q := Q a
WLP (Fail) Q := ⊤
WLP (Eq 𝜏1 𝜏2 k) Q := 𝜏1 = 𝜏2 →WLP k Q
WLP (Pick k) Q := ∀𝜏 .WLP (k 𝜏) Q

Fig. 8. Weakest liberal preconditions for Free

𝛼, 𝛽 : Evar
w : World ::= 𝜖 |w, 𝛼

𝜏 : T̂y w ::= 𝛼 (if 𝛼 ∈ w) | b̂ool | 𝜏 ⇒ 𝜏

Γ̂ : Ĉtx w ::= 𝜀 | Γ̂ , x : 𝜏 (if 𝜏 ∈ T̂y w)
⌈_⌉ : ∀w. A→ Â w

Fig. 9. World-indexed types

3 Monadic Constraint Generation
In the previous section, we used higher-order abstract syntax to express existential quantification,
but we remarked that this prevents us from implementing a constraint solver (§2.3). We now remedy
this problem and develop a first-order abstract syntax of constraints with semantic values. Based on
this abstract syntax, we implement a new constraint generator with elaboration for 𝜆B. From the
previous section (§2), we keep just the definition of 𝜆B; we redefine everything else from scratch.

In implementations of type inference, constraints must be well-scoped: all type variables must be
bound by an existential quantifier. The fact that constraints are well-scoped can be either established
a posteriori or guaranteed a priori, by construction. In this paper, we choose the latter approach: we
impose a discipline of intrinsic well-scoping [Altenkirch and Reus 1999; Benton et al. 2012]. While
our exposition makes use of this intrinsically-scoped representation, it is not a requirement for
reproducing our approach. Moreover, we keep the choice of the underlying variable representation
opaque. For a more in-depth discussion of the benefits and drawbacks, we refer the reader to §5.
To mix monadic computations with intrinsic scoping of generated existential variables, we

build on existing ideas to index monadic computations [McBride 2011] to keep track of dynamic
allocations, specifically existing work to model dynamic allocation of reference cells [Bach Poulsen
et al. 2017; Rouvoet 2021] and symbolic variables [Keuchel et al. 2022]. The following exposition
adapts these ideas to our setting.
In the remainder of this section, we develop intrinsically-scoped constraints with semantic

values. In §3.1, we define open versions of object-language types, typing contexts, and constraints.
(An “open” syntactic object can contain type variables.) As before, constraints form a free monad.
We use the structure of the free monad to motivate a more general abstract interface. In §3.2, we
introduce the type constructor Open. This type constructor turns a closed type, such as the type
of expressions, into an open version of this type, without requiring a duplication of its definition.
Finally, we present the constituents of a type inference and elaboration algorithm: a constraint
generator (§3.3), a conversion to prenex normal form (§3.4), and a constraint solver (§3.5). We
compose these components (§3.6) to obtain an end-to-end algorithm.

3.1 Constraints with Semantic Values
For the intrinsically-scoped representation, we index our types with sets of existential variables,4
called worlds (Figure 9). We write T̂ype as a short-hand for World→ Type. Figure 9 defines open
object-language types T̂y : T̂ype and open typing contexts Ĉtx : T̂ype. We use a circumflex to
visually differentiate these types of open objects from their closed counterparts Ty and Ctx. The
difference between Ty and T̂y w is that an inhabitant of Ty is a closed object-language type, whereas
an inhabitant of T̂y w can be a type variable 𝛼 ∈ w. The function ⌈_⌉ translates a closed type (resp.
context) to an open type (resp. context).
4The order in which existential variables appear is not important in this simple setting, but would matter if the constraint
language was richer and involved both universally and existentially bound type variables.
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data F̂ree (A : T̂ype) (w : World) : Type :=
P̂ure (a : A w)
F̂ail
Êq (𝜏1 𝜏2 : T̂y w) (k : F̂ree A w)
P̂ick (𝛼 : Evar) (k : F̂ree A (w, 𝛼))

Fig. 10. Definition of the free monad

(⊑) : World→World→ Type
new𝛼 : w ⊑w, 𝛼

refl : w ⊑ w
trans : w0 ⊑ w1 → w1 ⊑ w2 → w0 ⊑ w2
_[_] : A w → w ⊑ w′ → A w′

Fig. 11. Parallel substitutions

|= A := ∀{w}. A w
A↠ B := 𝜆w. A w → B w
□A := 𝜆w. ∀{w′}.w ⊑ w′ → A w′

^A := 𝜆w. ∃{w′}.w ⊑ w′ × A w′

Const A := 𝜆w. A

Fig. 12. Notations

(>>=F) : |= F̂ree A↠ □(A↠ F̂ree B) ↠ F̂ree B
P̂ure a >>=F f := f refl a
F̂ail >>=F f := F̂ail
Êq 𝜏1 𝜏2 k >>=F f := Êq 𝜏1 𝜏2 (k >>=F f )
P̂ick 𝛼 k >>=F f := P̂ick 𝛼 (k >>=F f [new𝛼 ])

Fig. 13. Free monad bind

We assume the existence of a function fresh : World→ Evar which deterministically computes
a fresh name: that is, fresh w ∉ w. We explicitly use this function whenever we introduce a new
existential variable. However, we leave corresponding freshness side-conditions implicit.

Free Monad. Figure 10 gives a new definition of the free monad. With respect to Figure 6, the
main difference is that the P̂ick constructor now carries a variable 𝛼 , which is considered bound
in k. The “continuation” k is no longer a meta-level function: it is just a constraint.
Non-deterministically coming up with a type is implemented by generating a fresh variable:

p̂ickF : ∀w. F̂ree T̂y w := 𝜆w. let 𝛼 := fresh w in P̂ick 𝛼 (P̂ure 𝛼)
As it turns out, defining a bind operation for this monad proves to be more subtle. Consider,

defining it with the usual type

∀w. F̂ree A w → (A w → F̂ree B w) → F̂ree B w.

Unfortunately, this definition is not possible. The value of type A in the left-hand side may appear
under some binders (P̂ick), and may refer to those variables. Hence, bringing it into world w to
pass to the continuation would mean those variables escape their scope. We circumvent this issue
by also passing the world w′ of A to the continuation, and moreover, a weakening substitution
𝜃 : w ⊑ w′ to transport other values to this new world. The type of bind becomes [Bach Poulsen
et al. 2017; Keuchel et al. 2022; Rouvoet 2021]:

∀w. F̂ree A w → (∀w′ .w ⊑ w′ → A w′ → F̂ree B w′) → F̂ree B w.

In this paper, we mainly consider parallel substitutions, i.e. that simultaneously substitute all
type variables in world w by types in world w′. Figure 11 shows the interface that we are assuming.
In particular, new𝛼 represents a weakening that brings a new variable 𝛼 into scope. We write
the compositions more succinctly by juxtapositions. Moreover, we use post-application (_[_]) of
substitutions to open types A that have a substitution function defined, which include T̂y, Ĉtx etc.
We do not require that all indexed types T̂ype admit a substitution function.

As is evident from the type of bind above, the explicit world passing creates a lot of noise. We
therefore define some type constructors in Figure 12 that hide the plumbing. Concretely, validity
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class ĈstrM (M : T̂ype→ T̂ype)
p̂ure : |= A↠ M A
(>>=) : |= M A↠ □(A↠ M B) ↠ M B
f̂ail : |= M A
(∼) : |= T̂y↠ T̂y↠ M ()
p̂ick : |= M T̂y

Fig. 14. Monadic interface for constraint gen-
eration

Open (A : Type) : T̂ype := Assignment↠ Const A
pure : |= Const A↠ Open A := 𝜆a 𝜄. a
(⟨$⟩) : |= Const (A→ B) ↠ Open A↠ Open B

:= 𝜆f a 𝜄. f (a 𝜄)
(⟨∗⟩) : |= Open (A→ B) ↠ Open A↠ Open B

:= 𝜆f a 𝜄. f 𝜄 (a 𝜄)
⌊_⌋ : |= T̂y↠ Open Ty := 𝜆𝜏 𝜄. 𝜏 [𝜄]

Fig. 15. The Open modality and its applicative interface

|= A expresses that a computation of type A may be used in any world. 𝐴 ↠ 𝐵 describes functions
between open types A, B as families of functions, and □A (“box” A) denotes that a computation
is abstracted over a substitution. We discuss the dual ^A (“diamond” A) in §3.4. Const turns a
closed type A into an open type by ignoring the world. Type constructors such as box, diamond and
Const are also commonly called modalities. As indicated by the braces, for a boxed computation
□A, we pass the substitution explicitly, but pass the world implicitly, since it is determined by the
substitution, and we also leave the world implicit when defining a computation |= A.
Figure 13 gives the definition of the bind for the free monad. Concretely, bind recurses on the

left-hand side computation until it reaches a leaf. In the pure case, the continuation is “unboxed” by
applying it to the identity substitution refl, before applying it to the semantic value. We push the
boxed continuation under an existential quantifier by substituting with new𝛼 . Note that substitution
is in particular defined for boxed computations, because we can precompose the given substitution
with the parameterized one.

Abstract monad interface. Figure 14 defines an abstract interface that we use for the implementa-
tion of the constraint generator. Defining the rest of the free monad instance is straightforward
and left to the reader. In the remainder, we assume the use of an arbitrary but fixed monad𝑀 that
implements the interface. When writing code, we make use of a do notation for the monad that
gives us an explicit handle on the substitution

[𝜃 ] x ← m ; b := m >>= (𝜆𝜃 x . b)

3.2 The Open Modality
Before defining the constraint generator, we have to answer the question of what the type of the
semantic value should be. Since we want to define type reconstruction, it should represent an object
language expression, but so far we have not defined an open version of expressions that may refer to
existentials. Defining copies, like we did for object language types, becomes cumbersome, especially
if we consider more complex elaborations that produce expressions of a different language.
In order to manage the scalability of our approach, Figure 15 defines the Open modality that

like Const turns a closed type into an open type. The difference is, that Open 𝐴 may depend on
a solution of the constraints. In particular, we represent a solution by an (Assignment : T̂ype)
of closed object language types to every existential in a world w. Open quite literally represents
closed semantic values 𝐴 that depend on the solution as a function from a solution to 𝐴. In a sense,
this modality enables a kind of staged computation [Davies and Pfenning 2001], with the first stage
being constraint generation before solving, and the second stage after solving.
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ŝynth : |= Ĉtx↠ Const Exp↠ M (T̂y × Êxp)
ŝynth Γ̂ (𝜆x .e) B ŝynth Γ̂ (e1 e2) B
[𝜃1] 𝜏1 ← p̂ick [𝜃1] 𝜏1, ê1 ← ŝynth Γ̂ e1

[𝜃2] 𝜏2, ê ← ŝynth (Γ̂ [𝜃1], x : 𝜏1) e [𝜃2] 𝜏2, ê2 ← ŝynth Γ̂ [𝜃1] e2

p̂ure (𝜏1 [𝜃2] ⇒ 𝜏2, 𝜆x:𝜏1 [𝜃2] .ê) [𝜃3] 𝜏3 ← p̂ick
[𝜃4] _ ← 𝜏1 [𝜃2𝜃3] ∼ 𝜏2 [𝜃3] ⇒ 𝜏3

p̂ure (𝜏3 [𝜃4], ê1 [𝜃2𝜃3𝜃4] ê2 [𝜃3𝜃4])

Fig. 16. Selected cases of constraint generation for synthesising an open type and a type reconstructed
expression

The modality allows for the composition of a second stage computation during the first stage,
by means of an applicative interface [McBride and Paterson 2008]5 that is defined in Figure 15.
To extract open object language types as a semantic output, we define the ⌊_⌋ function. Its im-
plementation simply instantiates the existentially quantified variables by applying an assignment
(𝜄 : Assignment w) to the given open object language type (𝜏 : T̂y w), which we also denote with
post-application.
As a convenience, and to prepare for elaboration, we define an open type of object language

expressions Êxp := Open Exp. The applicative can be used to define smart constructors, e.g.

𝜆x:_._ : |= T̂y↠ Êxp↠ Êxp := 𝜆𝜏 ê. (𝜆𝑥 :_._) ⟨$⟩ ⌊𝜏⌋ ⟨∗⟩ ê.

and we assume the availability of smart constructors for all the expression cases.
As a side note, Pottier [2014] defines a constraint generator using an applicative-only interface

that is roughly comparable to the specialization F̂ree (Open A), i.e. he considers closed semantic val-
ues only. Martinot and Scherer [2020] discuss the possibility of decomposing it into its constituents,
but ultimately do not pursue this idea. That is precisely what we have done here.

3.3 Constraint Generation
Figure 16 implements a new constraint generator using the interface defined in Figure 14. Since the
structure is almost identical to the one in Figure 5, apart from the variable representation and the
explicit passing of substitutions, we only show the unannotated 𝜆-case and the application case.
Each method and recursive call now explicitly introduces a substitution, signaling potential

allocations of existentials. This requires careful composition of these substitutions to transfer an
object from the from the world in which it was introduced to the world where it is used. For
example, in the untyped lambda case, after invoking p̂ick, we apply substitution 𝜃1 to the typing
context Γ̂ . The same applies to transporting 𝜏1 across the recursive call. However, this explicit
transportation, while necessary, tends to create a lot of noise without adding interesting information.
In our mechanization (§5), this is managed implicitly through Coq’s type class system, but we keep
substitutions explicit here for clarity.

3.4 Prenex Normal Form Conversion
As a first step towards solving the generated constraints, we transform them into a prenex normal
form (PNF). Concretely, all existential quantifiers appear on the outside of a quantifier-free part.

5The applicative functor terminology is usually used for endofunctors. Since Open is not endo, the precise designation
would be a lax monoidal functor.
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This normal form corresponds to the grammar

⊥ | ∃𝛼. 𝜏 = 𝜏 .

To model the quantifiers we make use of the ^ modality defined in Figure 12. The diamond is
a monad resembling the writer monad, but instead of accumulating monoid values, it collects
and composes substitutions. In essence, we represent a vector of existentials 𝛼 quantifiers, by a
weakening substitution (𝜃 : w ⊑ w, 𝛼). The prenex form is thus

Prenex A := Ôption ^(L̂ist (T̂y × T̂y) × A)

Parallel substitutions represent more than weakenings though so that Prenex represents more than
constraints in PNF. In our implementation, we define a type of weakening only substitutions to
model PNFs precisely. To convert a F̂ree constraint to an equivalent one in prenex form, we can
implement a function prenex : |= F̂ree A↠ Prenex A. This is not very interesting, and we therefore
omit it. Predictably, Prenex is a monad as well, which also instantiates the interface in Figure 14.

3.5 Constraint Solving
As part of the solver, we implemented McBride’s [2000; 2003a] first-order unification algorithm,
albeit with a different termination proof and rebased to the context variable removal of Keller and
Altenkirch [2010]. Due to a lack of space, we omit a description of the full implementation.

The algorithm employs a traditional nested-recursive structure of an outer recursion over worlds,
with one variable eliminated at each recursive step, and an inner structural recursion over two
object language types. Additionally, it follows an accumulator-passing style [McBride 2003a; Kumar
and Norrish 2010], progressively building up a substitution in triangular form [Baader et al. 2001].

The solver can fail, or otherwise produce a most-general unifier in the ^ monad, i.e. the interface
of the solver is

solve : |= L̂ist (T̂y × T̂y) ↠ Solved () Solved A := Ôption Â

in other words, it produces constraints with semantics values in solved form. The solver defines what
can essentially be seen as the dynamic semantics for constraints with semantic values, e.g. it allows
us to “run” the F̂ree monad computations

run : |= F̂ree A↠ Solved A := 𝜆m.

[𝜃1] eqs, a← prenex m ; [𝜃2] _← solve eqs ; p̂ure a[𝜃2]

3.6 Putting It Together
We now bring the different parts together and define an end-to-end type reconstruction algorithm
that composes them. Note that the do notation here is for the regular option monad:

reconstruct (Γ : Ctx) (e : Exp) : Option (∃w.T̂y w × Êxp w) :=
({w}, 𝜃, 𝜏, ê) ← run (ŝynth ⌈Γ⌉ e); Some (w, 𝜏, ê)

The result of this algorithm is a world w of unconstrained existentials, together with an open object
language type and elaborated expression that can still refer to the variables in w. This highlights
that constraint solving is non-grounding: any unification variable whose shape is not deduced
from traversing the program remains in the output of the solver. If we wish to, we may choose to
ground the remaining variables (for example to bool) to arrive at a concrete type-reconstructed
term. Clearly, this grounding is incomplete: a specific type has been chosen in the annotation.
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Γ ⊢𝐴 e : 𝜏{ e′ :=
match reconstruct Γ e with
| Some (w, 𝜏, ê) →
∃(𝜄 : Assignment w).
𝜏 [𝜄] = 𝜏 ∧ ê[𝜄] = e′

| None → ⊥

Fig. 17. Closed algorithmic typing relation

Pred w := Assignment w → P
P ⊣⊢ Q := ∀𝜄 : Assignment w, P 𝜄 ↔ Q 𝜄

P ⊢ Q := ∀𝜄 : Assignment w, P 𝜄 → Q 𝜄

u ≈ v := 𝜆𝜄.u[𝜄] = v [𝜄]
Γ̂ ⊢𝐷̂ e : 𝜏{ ê := 𝜆𝜄.Γ̂ [𝜄] ⊢𝐷 e : 𝜏 [𝜄]{ ê[𝜄]
P [𝜃 ] := 𝜆𝜄.P (𝜄 ◦ 𝜃 ).

Fig. 18. Assignment predicates

4 Type Inference Logics
We turn our attention now to the formal verification of the functional correctness of the type
reconstruction algorithm from §3. In particular, we want to show that the effectful reconstruct
function (§3.6) decides the typing rules for the simply typed 𝜆-calculus with Booleans (Figure 2).

Our proof strategy consists of two parts: a base logic that abstracts away assignments to existen-
tially quantified variables, and a program logic that defines reasoning rules for constraints with
semantic values in terms of this base logic. This approach allows us to prove a reformulation of the
generator correctness statement of Theorem 2.2.
We describe our approach in a top-down fashion. First, §4.1 will state the desired end-to-end

correctness theorem. Then, §4.2 will motivate and describe a domain-specific base logic over exis-
tentially quantified variables (evars) and describe predicate transformer semantics for substitutions
over evars as useful modalities. In §4.3, we first define an exact predicate transformer semantics for
our constraints with values, and subsequently define an interface (§4.4) with derivable rules that
we use as our program logic. Finally, we address the correctness of the constraint generator and
solver in §4.5, highlighting the modularity and proof automation of our approach.

4.1 The Correctness Statement
In order to mirror Theorem 2.2, Figure 17 defines a closed algorithmic typing relation. This definition
states that if reconstruct succeeds with a set or world of residual, unconstrained unification
variables w, an open type 𝜏 and an open reconstructed expression ê, then we require that these
can be instantiated simultaneously, i.e. with the same assignment, to the given closed type and
reconstructed expression. In other words, the calculated outputs of the algorithm are more general:
different instantiations of these unconstrained variables lead to different concrete types. The overall
correctness theorem now follows as an equivalence between algorithmic and declarative typing:

Theorem 4.1 (End-to-end correctness). Γ ⊢𝐴 e : 𝜏{ e′ ↔ Γ ⊢𝐷 e : 𝜏{ e′ .

4.2 Assignment Predicates
Just like in the implementation, we can modularly decompose Theorem 4.1 into constraint gen-
eration and constraint solving. The key insight is that this statement is between closed relations:
they both deal with a concrete object type and elaborated expression, while the outputs of the
generator and the input of the solver are open—the object type and expressions quantify over
possible instantiations of the existential variables. This mismatch is rectified in the definition of the
algorithmic typing relation in Figure 17 through an existential quantification over an assignment
to the unconstrained variables, thereby linking open and closed pieces of data. What is needed to
compose the proofs effectively is a logic that abstracts over these assignments. This avoids a lot of
bookkeeping in the correctness statements for the individual phases that occurs for instance due to
world updates—and hence assignments—during constraint generation and solving.
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This section introduces the notion of assignment predicates as the carrier of a base logic that we
use to state and reason about assertions involving existential variables. On top of this base logic,
we will later (§4.4) define a program logic for reasoning about open monadic computations.

The Pred abstraction. Figure 18 contains the definition of assignment predicates Pred as a map
from assignments of a given world to metalevel propositions. In other words, we use a world-
indexed family of predicates as the carrier of our logic. One way to think about assignments is that
they form a kind of ghost state or logical state [Jung et al. 2016; Owicki and Gries 1976] which is
used to keep track of additional facts in the proof of a program, but is not part of the concrete state
of the computation. For constraint generation, the concrete state is represented by the accumulated
existential variables and equality constraints, while the logical state additionally keeps track of an
assignment to every existential variable. In the next section, we will develop predicate transformers
for our monads, which enforce that at every point the concrete state is compatible with the ghost
state, i.e. that the ghost state satisfies the equality constraints.
Figure 18 additionally defines entailment (⊢) and bientailment (⊣⊢). To save space, we omit the

other logical connectives, but they, too, are lifted with their usual introduction and elimination
rules from P to Pred. For example, implication is defined as follows:

(→) : |= Pred↠ Pred↠ Pred := 𝜆P Q 𝜄. P 𝜄 → Q 𝜄

The rest of Figure 18 defines an internal equality u ≈ v which expresses that u and v become
equal after instantiation, an open version of the declarative typing relation derived from the closed
one, and a substitution operator for predicates P [𝜃 ], which composes the substitution with the
assignment. Substitution distributes over all connectives and the equality and typing relation.

Substitutions as assignment predicate transformers. Interestingly, we can also interpret substitu-
tions as assignment predicate transformers. Figure 19 defines both a total and a partial correctness
interpretation of weakest preconditions. It is worth noting that they change the world of the
predicates contravariantly. The key ingredient is the equation 𝜄1 ◦ 𝜃 = 𝜄0 involving a preassign-
ment 𝜄0 and an existentially (wp) or universally (wlp) quantified postassignment 𝜄1. The predicate
transformers are then the usual total and partial correctness interpretations of an equality assertion.

The equation can be understood in different ways. When viewing 𝜃 as a system of equations, it
expresses that 𝜄0 satisfies them. When interpreting 𝜄0 as a substitution, it says that 𝜃 is more general
than 𝜄0 .

For constraint generation, let us consider the introduction of a new fresh variable. Suppose 𝜃 is a
weakening that only introduces new existential variables, i.e. the domain of 𝜄0 is a subset of the
domain of 𝜄1, then the equation denotes that by restricting 𝜄1 to the domain of 𝜄0 , we get 𝜄0 back,
i.e. 𝜄1 consistently extends 𝜄0 . Said differently, in wp it represents an existential quantification over
closed types for all variables in w1 that do not appear in w0 . Dually, wlp represents a universal
quantification.

These predicate transformers enjoy a wealth of properties, some of which are shown in the bottom
half of Figure 19. The properties follow directly from similar ones for the underlying composition of
substitutions and assignments, and for the underlying existential and universal quantification. The
reflexivity and transitivity properties correspond to the classical rules for skip and seq statements
of imperative languages. The frame rule allows us to focus on one proof obligation involving a
weakest precondition simply by moving other obligations Q into the postcondition. As usual, when
wp appears to the left of an implication, we can switch to wlp instead. The adjoint rules show a
connection between the weakest preconditions and the substitution operator. Of particular interest
is sub-wlp-adjoint because it serves as an introduction rule whenever the head of an obligation
is wlp. Dually, the adjoint rule for wp can be used as an elimination rule, but we have not used
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wp {w0 w1} (𝜃 : w0 ⊑ w1) (Q : Pred w1) : Pred w0 :=
𝜆(𝜄0 : Assignment w0). ∃(𝜄1 : Assignment w1). 𝜄1 ◦ 𝜃 = 𝜄0 ∧ Q 𝜄1
wlp {w0 w1} (𝜃 : w0 ⊑ w1) (Q : Pred w1) : Pred w0 :=
𝜆(𝜄0 : Assignment w0). ∀(𝜄1 : Assignment w1). 𝜄1 ◦ 𝜃 = 𝜄0 → Q 𝜄1

sub-wlp-refl∗ : wlp refl P ⊣⊢ P
sub-wlp-trans∗ : wlp (𝜃1𝜃2) Q ⊣⊢ wlp 𝜃1 (wlp 𝜃2 Q)
sub-wp-false : wp 𝜃 ⊥ ⊣⊢ ⊥
sub-wp-frame : wp 𝜃 P ∧ Q ⊣⊢ wp 𝜃 (P ∧ Q[𝜃 ])
sub-wp-wlp : (wp 𝜃 P → Q) ⊣⊢ wlp 𝜃 (P → Q[𝜃 ])
sub-wp-mono : wlp 𝜃 (P → Q) ⊢ wp 𝜃 P → wp 𝜃 Q
sub-wlp-mono : wlp 𝜃 (P → Q) ⊢ wlp 𝜃 P → wlp 𝜃 Q

sub-wp-adjoint
P ⊢ Q[𝜃 ]

wp 𝜃 P ⊢ Q
=================

sub-wlp-adjoint
P [𝜃 ] ⊢ Q

P ⊢ wlp 𝜃 Q
==================

Fig. 19. Select rules for substitution predicate transformers. Rules with (∗) apply identically to wp.

ŴPF : |= F̂ree A↠ □(A↠ Pred) ↠ Pred
ŴPF (P̂ure a) Q := Q refl a ŴPF (Êq 𝜏1 𝜏2 m) Q := 𝜏1 ≈ 𝜏2 ∧ ŴPF m Q
ŴPF (F̂ail) Q := ⊥ ŴPF (P̂ick 𝛼 m) Q := wp new𝛼 (ŴPF m Q[new𝛼 ])

Fig. 20. Predicate transformer semantics of the F̂ree monad

it in this way in our proofs. In Figure 19 we define strong monotonicity rules. A weaker version,
i.e. (P ⊢ Q) → (wp 𝜃 P ⊢ wp 𝜃 Q) is insufficient for our proofs, because we may need equalities or
typing judgements that only hold in the ghost state hidden in the right hand side entailment, to
prove that P implies Q. However, the weaker version requires us to show that P implies Q for any
ghost state. Notice that we use wlp on the left-hand side of the monotonicity rules in Figure 19 to
express in the present world and ghost state, i.e. before 𝜃 , that P implies Q in the future, i.e. after 𝜃 .

4.3 Predicate Transformer Semantics
We define the weakest preconditions ŴPF for the free monad in Figure 20. The weakest liberal
preconditions ŴLPF can be defined dually. We use uppercase letters to distinguish them from
the wp of substitution from §4.2. Just like the continuation of the bind operator in §3, ŴPF and
ŴLPF take a boxed postcondition □(A↠ Pred) as input, i.e. it can depend on an output world, the
substitution into that world, and the semantic value.

In the case of a P̂ure, the postcondition is first unboxed by applying it to the identity substitution
refl before applying it to the semantic value. The F̂ail and Êq rules should be familiar from Figure 7.
The P̂ick case is the most interesting. Notice that we are reusing the wp for substitutions. The
reader may have expected an existential quantification over a closed (or open) type which is then
substituted for the last introduced variable, such as:

ŴPF (P̂ick 𝛼 m) Q ⊣⊢ ∃𝜏 : Ty.(ŴPF m Q[new𝛼 ]) [𝛼 ↦→ ⌈𝜏⌉] .

This rule is equivalent, but complicates proofs because we would need to generalize our theorems
to account for an arbitrary substitution that is applied to the ŴPF in the head of a goal. This kind of
generalization still occurs, albeit for an arbitrary closing assignment instead of a substitution, and
it is completely hidden in the definition of (bi)entailments. For our proofs, we integrate a derived
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WP-Bind : ŴP m (𝜆𝜃 a. ŴP (f 𝜃 a) Q[𝜃 ]) ⊢ ŴP (m >>= f ) Q
WP-Eqals : 𝜏1 ≈ 𝜏2 ∧ ■(𝜆𝜃 .Q 𝜃 ()) ⊢ ŴP (𝜏1 ∼ 𝜏2) Q
WP-Pick : ∃𝜏 .■(𝜆𝜃 . ∀𝜏 . ⌈𝜏⌉ ≈ 𝜏 → Q 𝜃 𝜏) ⊢ ŴP (p̂ick) Q
WP-Mono : ■(𝜆𝜃 . ∀a. P 𝜃 a→ Q 𝜃 a) ⊢ ŴP m P → ŴP m Q

WLP-Bind : ŴLP m (𝜆𝜃 a. ŴLP (f 𝜃 a) Q[𝜃 ]) ⊢ ŴLP (m >>= f ) Q
WLP-Eqals : 𝜏1 ≈ 𝜏2 → ■(𝜆𝜃 .Q 𝜃 ()) ⊢ ŴLP (𝜏1 ∼ 𝜏2) Q
WLP-Pick : ■(𝜆𝜃 . ∀𝜏 . Q 𝜃 𝜏) ⊢ ŴLP (p̂ick) Q
WLP-Mono : ■(𝜆𝜃 . ∀a. P 𝜃 a→ Q 𝜃 a) ⊢ ŴLP m P → ŴLP m Q

WP-WLP : ŴLP m (𝜆𝜃 . P 𝜃 a→ Q[𝜃 ]) ⊣⊢ ŴP m P → Q

Fig. 21. Program logic interface for constraint monads

rule to introduce the wp of new𝛼 into the rule for p̂ick:

sub-wp-new
∃𝜏 : Ty. P [new𝛼 ] ⊢ ⌈𝜏⌉ ≈ 𝛼 → Q

P ⊢ wp new𝛼 Q

This also uses an existential quantification, but instead of substituting the last introduced variable,
we introduce a hypothesis that states that the variable is equal to the existentially quantified type.
Notice that the world also changes, in the consequent it is w but we moved to world (w, 𝛼) in the
antecedent, i.e. the variable is not substituted away. The ŴPF and therefore also this rule are used
in the completeness proof, where we get preexisting closed types to fill in the existentials.

4.4 Program Logic
Since the constraint generator is implemented against an abstract monad interface, we also want to
define an abstract reasoning interface. We could distill the specific definition of the ŴPF for the
free monad into bientailment rules for the type class methods. However, that would result in an
overspecification because it would leak implementation-specific details of the free monad into the
interface. The free monad does not solve equalities immediately and implements p̂ick by choosing
a unification variable name via fresh. With bientailments, we could not allow any other behavior.
As we lay out in the next section, proving a bientailment directly is difficult. Consequently, we
split up the correctness into soundness and completeness directions, for which reasoning with
entailments is enough. Therefore, we define an interface with weaker entailment rules, that allows
more implementations. In particular, we can also define an instance for the Solved monad.
Allowing arbitrary behavior for (∼) specifically means that we need to allow an arbitrary

substitution to be passed to the continuation, not just the identity substitution like in the case of
the free monad. In other words, we need to introduce universal quantifications over substitutions
at specific points. This is in fact similar to the box modality, albeit on the level of predicates:

■ : |= □Pred↠ Pred := 𝜆{w} P . ∀{w′} (𝜃 : w ⊑ w′). wlp 𝜃 (P 𝜃 )
It expresses that the given boxed predicate 𝑃 holds in any future world. We use wlp again to talk
about the future in the present. We define elimination, introduction, and substitution rules that
follow from the sub-wlp-refl, sub-wlp-adjoint, and sub-wlp-trans rules for substitutions:

■P ⊢ P refl (∀{w′} (𝜃 : w ⊑ w′). Q[𝜃 ] ⊢ P 𝜃 ) → (Q ⊢ ■P) (■P) [𝜃 ] ⊣⊢ ■(P [𝜃 ])
With all the ingredients in place, we finally define the program logic interface in Figure 21.

WP-Bind is a sequencing rule, i.e. it becomes the ŴP of the first subcomputation m which yields a
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substitution 𝜃 and a value a. We then require Q to hold after applying f . Note that we also apply
the substitution 𝜃 to the postcondition Q, i.e. transporting it to the world after executing m, similar
to how continuations are transported in the definition of bind. The (∼) and p̂ick rules have been
generalized with the ■ modality, but otherwise stay the same. Crucially, we also use the ■ modality
in the monotonicity rules. Moreover, if ŴP appears to the left of an implication, we can switch to
the ŴLP via WP-WLP.

4.5 Correctness of the Generator
With the program logic rules at hand, we can turn to the correctness proof of the constraint
generator. First, we derive an open algorithmic typing relation from the generator

Γ̂ ⊢𝐴̂ e : 𝜏{ ê := ŴP (ŝynth Γ̂ e) (𝜆𝜃 (𝜏 ′, ê′). 𝜏 [𝜃 ] ≈ 𝜏 ′ ∧ ê[𝜃 ] ≈ ê′).
Akin to the end-to-end theorem, we state correctness of the constraint generator as an equivalence
of the algorithmic and declarative typing relations, in this case between open typing relations:

Theorem 4.2 (Generator correctness). Γ̂ ⊢𝐴̂ e : 𝜏{ ê ⊣⊢ Γ̂ ⊢𝐷̂ e : 𝜏{ ê

A direct proof by induction over 𝑒 is difficult. We did indeed define bientailment rules for the free
monad, but in contrast to Figure 20, the postcondition is specific instead of arbitrary. At the point
in the proof where we want to use an induction hypothesis, the postconditions will not be aligned,
and massaging them into the correct shape is burdensome. Hence, just like in §2.4, we can split
this equivalence into a soundness and a completeness direction, using the weaker program logic
rules. For soundness, we can switch from the ŴP to the ŴLP via rule WP-WLP and simplify the
equalities in the postcondition away.

Lemma 4.3 (Generator soundness). ⊢ ŴLP (ŝynth Γ̂ e) (𝜆𝜃 (𝜏, ê). Γ̂ [𝜃 ] ⊢𝐷̂ e : 𝜏{ ê)

Proof. By induction over the expression. Consider the case 𝜆x .e1, for which we have to prove

⊢ ŴLP ©­«
[𝜃1] 𝜏1 ← p̂ick
[𝜃2] 𝜏2, ê1 ← ŝynth (Γ̂ [𝜃1], x : 𝜏1) e1

p̂ure (𝜏1 [𝜃2] ⇒ 𝜏2, 𝜆𝑥 :𝜏1 [𝜃2] .ê1)

ª®¬ (𝜆𝜃 (𝜏, ê). Γ̂ [𝜃 ] ⊢𝐷̂ 𝜆x .e1 : 𝜏{ ê)

After applying the WLP-Bind and WLP-Pick, we end up with ■ at the head. From the introduction
rule for ■ and the rule for pick, we get a universal quantification over some 𝜃1 and over a 𝜏1,
respectively. We match these to the names in the do notation. It remains to show

⊢ ŴLP
(
[𝜃2] 𝜏2, ê1 ← ŝynth (Γ̂ [𝜃1], x : 𝜏1) e1

p̂ure (𝜏1 [𝜃2] ⇒ 𝜏2, 𝜆x:𝜏1 [𝜃2] .ê1)

)
(𝜆𝜃 (𝜏, ê). Γ̂ [𝜃1𝜃 ] ⊢𝐷̂ 𝜆x .e1 : 𝜏{ ê)

Using WLP-Bind and introducing our IH for e1 with (Γ̂ [𝜃1], x : 𝜏1) it remains to show

⊢ ŴLP
(
ŝynth (Γ̂ [𝜃1], x : 𝜏1) e1

)
(𝜆𝜃2 (𝜏2, ê1). (Γ̂ [𝜃1𝜃2], x : 𝜏1 [𝜃2]) ⊢𝐷̂ e1 : 𝜏2{ ê1) →

ŴLP
(
ŝynth (Γ̂ [𝜃1], x : 𝜏1) e1

)
(𝜆𝜃2 (𝜏2, ê1). ŴLP

(
p̂ure (𝜏1 [𝜃2] ⇒ 𝜏2, 𝜆x:𝜏1 [𝜃2] .ê1)

)
(𝜆𝜃 (𝜏, ê). Γ̂ [𝜃1𝜃2𝜃 ] ⊢𝐷̂ 𝜆x .e1 : 𝜏{ ê))

at which point we use WLP-Mono. We introduce the resulting ■ and get a universal quantification
over 𝜃2. We have to show the implication between the postconditions, which after applying the
pure rule and simplifying the identity substitution away becomes

⊢
(
Γ̂ [𝜃1𝜃2], x : 𝜏1 [𝜃2] ⊢𝐷̂ e1 : 𝜏2{ ê1

)
→

(
Γ̂ [𝜃1𝜃2] ⊢𝐷̂ (𝜆x .e1) : (𝜏1 [𝜃2] ⇒ 𝜏2){ (𝜆x:𝜏1 [𝜃2] .ê1)

)
.

We have not defined introduction rules for the open typing relation, but we can drop down to the
closed typing relation where the implication follows from T-Abs-Implicit. □
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For completeness, we also transform the statement to make it easier to prove. Ideally, we perform
the proof by induction over the given open declarative typing judgment, i.e. the right-hand side
of Theorem 4.2. However, the open relation itself is not inductively defined. Rather, it is defined
in terms of the inductive closed typing relation. It is not clear how to define a general enough
induction principle for the open relation. Instead, we induct over the underlying closed relation.
The statement itself has to be massaged to bring it into a shape for the induction. Specifically,
non-variable positions of the relation need to abstracted over with equality constraints similar to
the Elim tactic of McBride [2002] and Coq’s dependent induction tactic.

Lemma 4.4 (Generator completeness).
∀Γ e 𝜏 e′ . Γ ⊢𝐷 e : 𝜏{ e′ → ∀w (Γ̂ : Ĉtx w).
⊢ ⌈Γ⌉ ≈ Γ̂ → ŴP (ŝynth Γ̂ e) (𝜆𝜃 (𝜏, ê′).⌈𝜏⌉ ≈ 𝜏 ∧ ⌈e′⌉ ≈ ê′)

Proof. By induction on the closed typing judgment. The reasoning is similar to the soundness
direction. Each case is simplified using the ŴP rules from Figure 21. When the ŴP of a recursive
call is at the head position, we introduce it using monotonicity and the IH for that call. □

4.6 Putting It Together
We can define similar weakest preconditions operators ŴPP for Prenex, and ŴPS for Solved, and
use them to prove the correctness of the rest of the pipeline.

Lemma 4.5 (Prenex conversion correctness). ŴPP (prenex m) Q ⊣⊢ ŴPF m Q

Lemma 4.6 (Constraint solver correctness). ŴPS (solve eqs) (𝜆_.⊤) ⊣⊢ ⟦eqs⟧
We use denotation brackets to interpret a list of equalities as a predicate. All of the correctness
lemmas can be combined into the end-to-end Theorem 4.1. We refer the reader to our mechanization
(§5) for details. Having a sound and complete algorithm means we can effectively decide typing.

Corollary 4.7 (Decidability of typing). The three place relation Γ ⊢𝐷 e : 𝜏 is decidable.

Proof. After running the algorithm on the inputs Γ , e, we get a set of unconstrained variables w,
an open type 𝜏 and an open expression ê. Solving the additional constraint ⌈𝜏⌉ ≈ 𝜏 will reduce this
set further and the remainder can be grounded to bool. If the algorithm and the constraint solver
succeed, then the judgment holds by Theorem 4.1 and Lemma 4.6. Otherwise it does not. □

Unfortunately, we cannot decide the four place relation with this definition of our algorithm. For
the decidability of the relation with elaboration, we need to decide if the output of the algorithm
can be instantiated to the given elaborated expression. The adoption of the Open modality for
expressions, in favor of a separate, first-order representation of open expressions to be used in the
unification algorithm, means we cannot. Since the “fix” is very minor—essentially, just redefine
Êxp to something other than Open Exp—and because we argue that the open modality is very
interesting and useful in its own right, we omit these details for presentation purposes.

4.7 Correctness via Logical Relations
In this section we use an alternative proof method, proposed by Keuchel et al. [2022] in the context
of symbolic execution, to reduce the correctness (Theorem 4.2) of the constraint generator with the
first-order representation of existential variables from Figure 16, to the correctness (Theorem 2.2)
of the constraint generator with the higher-order representation from Figure 5. The general idea is
to define a binary logical relation between closed and open types that express a form of equivalence,
then show that the two constraint generator implementations are logically related, and finally use
the relatedness to reduce the correctness statements.
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R⟦A, Â⟧w : A × Â w → Pred w
R⟦Ty , T̂y ⟧w (𝜏, 𝜏) := ⌈𝜏⌉ ≈ 𝜏
R⟦A ,Open A⟧w (a, â) := ⌈a⌉ ≈ â
R⟦P , Pred ⟧w (P, P̂) := ⌈P⌉ ↔ P̂
R⟦A→ B, Â↠ B̂ ⟧w (f , f̂ ) :=
∀a â, R⟦A, Â⟧w (a, â) →
R⟦B, B̂⟧w (f a, f̂ â)

R⟦A ,□Â ⟧w (a, â) :=
■(𝜆(𝜃 : w ⊑ w′) .R⟦A, Â⟧w′ (a, â 𝜃 ))

Fig. 22. Logical Relation

R⟦Free A, F̂ree Â⟧w (m, m̂) :=
match m, m̂ with
| Pure a , P̂ure â → R⟦A, Â⟧w (a, â)
| Fail , F̂ail → ⊤
| Eq 𝜏1 𝜏2 m , Êq 𝜏1 𝜏2 m̂ →
R⟦Ty, T̂y⟧w (𝜏1, 𝜏1) ∧ R⟦Ty, T̂y⟧w (𝜏2, 𝜏2) ∧
R⟦Free A, F̂ree Â⟧w (m, m̂)
| Pick f , P̂ick 𝛼 k →
wlp new𝛼 (∀𝜏 : Ty, ⌈𝜏⌉ ≈ 𝛼 →
R⟦Free A, F̂ree Â⟧w,𝛼 (f 𝜏, k))

| _ , _ → ⊥

Fig. 23. Logical Relation for the free monad

Logical Relation. Figure 22 contains the definition of the logical relation for some of the simple
cases. Note that it is a relation defined using predicates of a given world w as opposed to regu-
lar propositions like in [Keuchel et al. 2022]. We will also use a proposition-valued relation for
computations that are valid, i.e. that can be used in any world:

R⟦A, Â⟧ : A × (|= Â) → P R⟦A, Â⟧(a, â) := ∀w.R⟦A, Â⟧w (a, â {w})
For most of the base cases, like object language types and typing contexts, and types in the Open

modality, the logical relation is defined using the internal equality, or equivalently, equality after
instantiating with the assignment that makes up the ghost state. As usual, functions are pointwise
related: they send related inputs to related outputs. A pure proposition is related to a predicate
if they are equivalent after injecting the proposition into predicates. More interesting is the case
of a boxed open computation â. It is related to a closed computation a whenever they are related
in every future as expressed by the ■ modality. We apply the boxed computation â to an explicit
witness 𝜃 given by ■, after which â 𝜃 becomes an unboxed computation.

Logically Related Computations. Figure 23 relates the higher-order with the first-order abstract
syntax variant of the free monad. It proceeds by recursion over two computations and requires
that at each step the same constructor is used. The cases for Pure, Fail and Eq follow immediately.
The interesting case Pick is similar to the function case above. After introducing 𝛼 via (wlp new𝛼 )
and 𝜏 via universal quantification, we assume that they are logically related as witnessed by the
internal equality, and require that the two bodies f 𝜏 and k of the existential quantifications are
logically related.

Here we only defined the logical relation concretely for the free monads, but we can also reason
about two abstract monads M, M̂ that implement the interfaces in Figures 4 and 14, respectively. For
this, we require, e.g. in a new type class, that every corresponding pair of methods of the monad
type classes are logically related at their respective types. We omit the details.

Lemma 4.8 (Relatedness of constraint generators). The constraint generators synth of
Figure 5 and ŝynth of Figure 16 are logically related, i.e. the following holds:

∀(e : Exp), R⟦Ctx→ M (Ty × Exp), Ĉtx↠ M̂ (T̂y × Êxp)⟧(synth e, ŝynth e)

Proof. By induction over the expression e. Since both algorithms call the respective methods
from the type classes in the same order, we go through both computations in lockstep and use the
relatedness of all monad operations. □
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Generator Correctness via the Logical Relation. We now turn towards reducing Theorem 4.2 to
Theorem 2.2 via the logical relation. The first step is to realize that logically related computations
have logically related weakest precondition predicate transformer semantics.

Lemma 4.9 (Relatedness of Weakest Preconditions).

R⟦Free A→ (A→ P) → P, F̂ree Â↠ □(Â↠ Pred) ↠ Pred⟧(WP, ŴP)

Since we defined algorithmic typing using the weakest preconditions of the generators, we immedi-
ately get relatedness of closed and open typing relations which is the missing link for the reduction
of the correctness theorems:

Corollary 4.10 (Relatedness of algorithmic typing). The closed and open algorithmic typing
relations are related, i.e. the following relation holds (omitting the type of the closed relation):

R⟦_, Ĉtx↠ Const Exp↠ T̂y↠ Êxp↠ Pred⟧(_ ⊢𝐴 _ : _{_, _ ⊢𝐴̂ _ : _{_)

Alternative Proof of Theorem 4.2. After unfolding the bientailment and introducing the
assignment 𝜄, the theorem follows from the following equivalences:

(Γ̂ ⊢𝐴̂ e : 𝜏{ ê) 𝜄 4.10←→ Γ̂ [𝜄] ⊢𝐴 e : 𝜏 [𝜄]{ ê[𝜄] 2.2←→ Γ̂ [𝜄] ⊢𝐷 e : 𝜏 [𝜄]{ ê[𝜄]
Fig.18
←→ (Γ̂ ⊢𝐷̂ e : 𝜏{ ê) 𝜄.

□

5 Mechanization and Evaluation
We have mechanically formalized our approach in the Coq proof assistant. This section discusses
choices and trade-offs, as well as practical infrastructure for proof automation.

Modularity and phase separation. In our mechanization, we defined an abstract constraint monad
type class as outlined in §3.1. We also implemented instances for the F̂ree, Prenex and the Solved
monad. When instantiating a generator programmed against the interface with the Solved instance,
the phases are only separated logically but not in the dynamic execution. We implemented and
mechanized the correctness of three constraint generators: the synthesizer from §3.3; a checker
in the style of Figure 3; and a bidirectional generator combining synthesizing and checking. This
demonstrates that our approach is flexible: it allows for different styles of constraint generation.
Furthermore, for each constraint generator we have two correctness proofs: a direct one and one
via our logical relation.

Existential variable representation. We left the specific variable representation for existentials
open in the paper. Concerns related to capture avoidance and 𝛼-equivalence do not arise in our
setting, since we never push substitutions under binders, and we never compare terms containing
binders. Our code base does not contain these definitions. We represent existentials using a hybrid
approach based on well-scoped de Bruijn indices and names, comprehensible to human readers.
They are exclusively used for computations and “decoration”, respectively. We do generate fresh
names but we do not prove that names are sufficiently fresh, i.e. that no shadowing occurs.
In our experience, the use of intrinsic scoping benefits the discovery of (correct) abstractions.

Specifically, this approach makes sure that we do not use incidental properties of a variable
representation, such as the invariance of a term under weakening. An intrinsic scoping prevents us
from using that simply because terms in different scopes have different types. Instead, each scope
change is an explicit operation on syntactic terms with an explicit witness.

The downside is of course that every subcomputation can potentially induce a scope change, and
thus we have to deal with a lot of witnesses and need to use them transport values from a point
where they are introduced to where they are used. We found that this is more problematic on the
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Table 1. Overview of the mechanisation effort in terms of lines of code

CATEGORY Spec Proof

I Generic 1583 1035
Base logic 533 325
Infrastructure 282 154
Unification 186 129
Monad interface 126 146
Logical relation 139 89
Free monad 67 57
Monad interface (HOAS) 99 16
Open modality 44 54
Free monad (HOAS) 51 4
Prenex monad 22 31
Solved monad 14 21
Prenex conversion 20 9

CATEGORY Spec Proof

II Specific (𝜆B) 777 557
Generators (HOAS) 213 160
Generator (bidir) 110 77
Relatedness 63 87
Generator (check) 76 50
Infrastructure 58 66
Generator (synth) 68 49
Composition 58 37
Specification 70 4
Unification 46 27
Extraction 15 0

TOTAL 2360 1592

programming side, since the user has to deal with that. During proofs the intrinsic scoping enforces
correct handling without manual intervention, so one can largely gloss over the explicit witnesses.

Proof handling. Typically, a proof assistant’s existing infrastructure for handling hypotheses does
not extend to an embedded logic’s entailments or implications. To improve proof handling, we
instantiate the MoSeL [Krebbers et al. 2017, 2018] framework with our base logic, stubbing spatial
connectives and modalities when necessary. In addition to the usual context of hypotheses and
local variables of the proof assistant, MoSeL provides the user with a context of hypotheses of the
embedded logic. Furthermore, it implements high-level tactics for introduction and elimination of
the embedded logic’s connectives.
One of the highlight features of MoSeL is its adaptable support for modalities, which is not

restricted to a specific hardwired set of modalities, but is instead extensible through type classes.
The tactics it provides are parametric in the modalities they work with. We employ this machinery
for the specific modalities of our logic, particularly for introducing the wlp of a substitution. That
is, whenever the proof goal is of the form P1 ∧ . . . ∧ Pn ⊢ wlp 𝜃 Q, we “introduce” the wlp 𝜃

part of the head by means of a tactic that is in essence implementing rule sub-wlp-adjoint.
The effect of this introduction is that the substitution is applied to all hypotheses Pi and the wlp
vanishes from the head. Moreover, we hook (extensible) type class-based logic programming into
the modality introduction to further distribute the substitution automatically over connectives
inside the hypotheses to reduce the need for rewriting steps. Dually, we use themodality elimination
facilities if ■ appears at the head of a hypothesis.
We further automate proofs by providing reusable tactics to automatically apply the weakest

precondition reasoning rules of Figure 19 at the base logic level and the rules of Figure 21 at the
program logic level.

Extraction. We have extracted the end-to-end reconstruct function from §3.6 to Haskell. To
demonstrate the applicability of our work, we provide a small implementation combining the
extracted type inference and elaboration algorithm with a non-verified parser and pretty printer.
We provide a set of example 𝜆B programs as part of our development.
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Engineering effort. Table 1 provides an overview of the mechanization effort in terms of source
lines of code as produced by the coqwc tool. We draw a distinction between generic (I) and
language-specific code (II). We deem definitions and proofs as generic if they are, in some sense,
object language-agnostic or sufficiently modular to be compatible with and reusable for a different
object language. In principle, the code could be parameterized over a language instantiation, but
we have not done so. ‘Infrastructure’ includes the definition of worlds, fresh name generation,
substitution etc. The base logic comprises the definition of predicates, the predicate transformers
for substitutions, and the instantiation of the MoSeL framework. The generic part of unification
includes reusable recursion and induction schemes for successive variable elimination and the
variable cases for an occurs check, as well as the cases for flex-flex and flex-rigid unifications. The
monad interface consists of the constraint monad type class, the program logics interface and
derived reasoning rules. The implementation of the individual monads also contain the program
logic instantiations. We implemented both higher-order and first-order abstract syntax variants.
The language-specific code includes infrastructure like traversals to implement substitutions

and instantiation of open types to closed types and injecting closed types into open types. This
includes various proofs for the interaction between the traversals. The language specific unification
machinery consists of the occurs check traversal, and the structural recursion over two open types.
The variable cases are generally not part of the language-specific code, but are handled by the
generic code.
Overall, the language-specific parts are dominated by the constraint generators and the infras-

tructure. Proofs of the main lemmas that recurse over the syntax of the language are quite small, in
the order of 3 to 5 lines of code, where only the variable case is handled explicitly, and all other
cases are handled by automatic proof scripts. The bulk of the generator-specific proofs is to massage
the statements into the correct form. This is slightly more work for the completeness direction of
the direct proof and less work for the logical relation proof. Overall the proof effort for both proof
methods is comparable, but of course the logical relation proof requires the implementation of a
second HOAS-based generator.

As evidenced by Table 1, the base logic forms one of the biggest parts of our development, but it
is also the one with the biggest potential for reuse. The constraints and their program logic are
still somewhat specific to the features of the type system and thus need to be extended on a case
by case basis. However, even richer type systems will need a form of worlds and assignments. We
hope to develop a sufficiently generic base logic that can be instantiated and reused for multiple
constraint languages, including richer forms of constraints.

5.1 Synthetic Benchmark
We report on a small synthetic benchmark that captures the execution time for executing the
extracted Haskell code. The benchmark is comprised of two parts. The former part simply infers
types for increasingly large Church numerals, e.g. 𝜆𝑓 .𝜆𝑥 .𝑓 (𝑓 (𝑓 𝑥)) for𝑛 = 3. The latter benchmark
consists of what we dub a “worst-case term”: for 𝑛 = 3, a lambda expression is generated of the
form 𝜆𝑓 .𝜆𝑥1.𝜆𝑥2.𝜆𝑥3.𝑓 𝑥1 𝑥2 𝑥3. Figure 24 plots execution times for both Church numerals (left)
and the worst-case terms (right) for values of 𝑛 up to 500. The execution time measurements were
obtained on an Apple MacBook Air with M2 processor and 16 GB of memory, using Coq version
8.18 and GHC version 9.8.1.
For both benchmarks, the F̂ree monad suffers from the usual problem of a linear-time bind

operator [Voigtländer 2008]. The Prenex monad is not very efficient either, because the variable
representation uses unary natural numbers to represent de Bruijn indices: each increment in
the Church numeral is introducing one additional existential, in turn requiring all indices to be
incremented, incurring a quadratic runtime overhead.
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Fig. 24. Execution times of the two synthetic benchmarks. The x-axis plots the input size of the program, 𝑛
representing the number of unification variables for that term. Note that for the worst-case term, the Solved
monad (sym. ■) performs significantly worse due to (among other factors) the application of a quadratic
weakening substitution for every fresh existential variable introduction.

For the Church numerals the Solved monad is more efficient. Most generated existentials are
immediately eliminated by a unification. This allows the computation to scale to somewhat large
terms: Church number 1,000,000 can be checked in about 7.3s. However, for the worst-case term
the Solved monad cannot immediately eliminate existentials. Each new 𝜆-bound variable also
generates a new existential, yet equality constraints for unification are only introduced by the
application case, not the lambda abstractions. Consequently, even the Solved monad will have
to weaken the indices for all generated existentials at each lambda abstraction. Each weakening
is implemented via a parallel substitution generated “on the fly”, which has quadratic runtime
in the number of existentials. The F̂ree and Prenex monads outperform Solved in this case, since
in our implementation they do not use parallel substitutions, but a weakening only substitution
that implements a single variable weakening in constant time. We discuss efficient algorithms for
solving in the Future work section (§7.1).

6 Related Work
Our contributions build on a vast literature of related work. Here we focus on related work that
concerns different aspects of formal reasoning about inference.

Mechanized reasoning about type inference. In §1, we already provided a short survey of spec-
ifications and mechanizations of type inference. Reasoning about type inference inside a proof
assistant dates back to seminal work by Dubois and Ménissier-Morain [1999]; Naraschewski and
Nipkow [1999]; Nazareth and Nipkow [1996]; Urban and Nipkow [2009]. Many of these early works
axiomatize (part of) unification. More recent examples include CakeML [Tan et al. 2015], PureCake
[Kanabar et al. 2023], and work by Zhao et al. [2019]. It should be stressed that many of these
related works are concerned with object languages that are more expressive than the simply typed
lambda calculus. They include language features such as polymorphism that we do not discuss in
this paper. For a more thorough discussion, see Future work (§7.1).

Handling of metavariables. The original works by Damas and Milner [1978; 1982] handle unifi-
cation variables somewhat implicitly. Follow up work places more emphasis on keeping track of
where type variables are bound and what information is associated with them. The ordered contexts
of [Dunfield 2009; Dunfield and Krishnaswami 2013; Bosman et al. 2023] explicitly track solved
and unsolved existential variables. The ordering restricts which variables can appear in a solution.
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Moreover, the typing relation is extended with an output context and a substitution is encoded
in the derivations themselves. This is comparable to the passing of a world and a substitution
to the continuation in our definition of bind. In a similar spirit, Gundry et al. [2010] present an
implementation of polymorphic type inference which emphasizes managing ordered contexts.
Similarly, Zhao et al. [2018, 2019] keep track of them explicitly in algorithmic worklists.

Comparable to our approach Asai and Kadowaki [2017] opt for an intrinsically-scoped represen-
tation for type inference. Like in our settings, this unfortunately creates a lot of noise. Similarly,
Bach Poulsen et al. [2017] and van der Rest et al. [2022] use intrinsic scoping for dealing with
metavariables in monadic computations. They use a monadic strength to hide explicit witnesses.
This brings its own kind of awkwardness and noise to it, but more crucially, this concerns the
programming side only, and that line of work does not include the development of program logics
for their computations and it is not clear how to adapt this to reasoning in our setting. Finally,
Rouvoet [2021] complements the work of Bach Poulsen et al. [2017] by introducing notations that
hide worlds in the type signature, similar to Figure 12.

Program logics for monadic programs. Existing work has treated implementing and reasoning
about monadic programs in proof assistants. Cock et al. [2008] develop a Hoare logic for the state
monad with failures in Isabelle/HOL. The triples for basic monadic operations are structured in
weakest-precondition form, in order to to allow for automation when reasoning. Swierstra [2009]
develops the Hoare state monad, which indexed with a pre- and postcondition in an intrinsic
style. Furthermore, Swierstra and Baanen [2019] explore predicate transformer semantics for
computations represented by a free monad for, amongst others, the state, exception and non-
determinism effects. An important realization is that (weakest precondition) predicate transformers
can be seen as computations in a continuation monad with propositions as the answer type, also
called the backwards predicate transformer monad [Swamy et al. 2013; Ahman et al. 2017]. Dijkstra
monads [Swamy et al. 2013; Ahman et al. 2017] are monads indexed by their predicate transformers
semantics, which can, for some effects, be generically constructed [Maillard et al. 2019]. This is an
inherently intrinsic style, but it can also be used extrinsically [Silver and Zdancewic 2021].

Logics for type inference, freshness and constraints. McBride [2000, 2003b] develops a small base
logic for the correctness proof of his unification algorithm [McBride 2003a], with parallel substitu-
tions as the ghost state and triangular substitutions as the actual state. This includes the definition
of a few connectives (conjunction, negation, equality), but not all connectives of predicate logic.
More interestingly, McBride also defines a maximality modality for his base logic, to express that
his algorithm yields most general unifiers. We hope to reuse this modality in future work,
Silva et al. [2020] use Swierstra’s Hoare state monad with exceptions to mechanize a monadic

formulation of AlgorithmW in Coq. This is the only prior work we are aware of that provides
a mechanized proof of a type inference algorithm and retains some effectful abstraction when
reasoning. They use a single program logic that allows for failure, much like our ŴLP, and use it to
establish soundness and principal typing6. However, they do not build a domain-specific base logic
for their reasoning, but rather, use the Hoare state exception monad as a general purpose program
logic for its effects, which means that “base logic details” shine through in their statements.
Nigron and Dagand [2021] develop a small base separation logic exploiting the properties of

separation logic to enforce disjointness and thus freshness of identifiers. Building on their base
logic, they define program logics for two different free monads involving freshness. Moreover, they
also instantiate the MoSeL framework [Krebbers et al. 2018] for proof handling.

6Silva et al. [2020] claim proof of completeness, however, our definition of completeness is that the algorithm should not
fail on typable inputs, which they do not show. Rather, we interpret their completeness statement as principal typing.
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Correctness via logical relations. Keuchel et al. [2022] mechanize a verification condition generator
based on symbolic execution. They define a base logic using symbolic propositions, i.e. deeply-
embedded propositions, which only features restricted quantification over object language types,
and directly implement the symbolic executor in a predicate transformer monad based on symbolic
propositions. However, rather than to define elaborate reasoning rules for the base logic, or a
program logic for their monad, they reduce the soundness of their symbolic executor, via a logical
relation argument, to a higher-order abstract syntax variant similar to §4.7. They then proceed to
show the soundness of this second program using conventional techniques.
However, Keuchel et al. [2022] only consider this proof method, while we also establish how

to reason about a program that handles symbolic terms directly. Keuchel et al. [2022] only prove
a soundness statement while we prove both soundness and completeness. Moreover, we provide
several improvements to this method. Keuchel et al. [2022] use normal propositions, and makes
the assignment part of the logical relation. Their logical relation is comparable, but all of our
abstractions appear unfolded. As a result, their relatedness proofs are often interrupted my manual
rewriting steps that apply infrastructure lemmas. These steps are hidden in our case, because they
happen for instance transparently in the background during a modality introduction. We believe
part of our automation is also applicable in their setting and could reduce their proof effort.

7 Conclusions and Future Work
In this paper, we presented proof techniques for the mechanization of type inference algorithms
that extend to the problem of elaboration. In particular, we demonstrated that constraint-based,
phase-separated type inference, employed by many functional programming language implemen-
tations, also exhibits modular implementation benefits at the level of specification. We described
an approach that relied, among other things, on weakest precondition predicate transformers as a
denotation of constraints with semantic values. To evaluate our approach, we developed a mecha-
nized implementation of monadic, executable, phase separated type inference inside the Coq proof
assistantand extracted it to Haskell. We applied this machinery to 𝜆B, implementing and verifying
the functional correctness of an executable type checker, type synthesizer and type reconstruction
algorithm while leveraging proof automation to keep proof script size to a minimum.

7.1 Limitations and Future Work
At present, a major limitation of our approach is the expressiveness of the object language. In
many ways the simply typed lambda calculus does not adequately represent realistic programming
languages. Such languages typically include Hindley-Milner typing with numerous extensions
including subtyping, higher-ranked polymorphism, impredicative polymorphism, GADTs, and
others. Moreover, this limitation makes it difficult to judge how our approach compares to existing
mechanical formalizations that target Hindley-Milner or higher-ranked polymorphic systems. We
hope to rectify this in follow-up work that scales our implementation to support a richer set of
language features. To this end, we outline several independent ideas on how to generalize the
method to different polymorphic type systems, and what constitutes some of the necessary changes
to make this work.

Hindley-Milner polymorphism. To scale the approach to include HM let-generalizations, several
definitions have to be adapted. The presentation in this paper makes exclusive use of parallel
substitutions, which do not scale to allow for generalization, because, as discussed in the final
paragraph of §3.4, they represent more than weakenings. For HM-style polymorphism we believe
it necessary to work with several subrelations, including the box and diamond modalities induced
by each of the subrelations. Concretely, for generalization, we need to calculate the correct set of

Proc. ACM Program. Lang., Vol. 8, No. OOPSLA2, Article 346. Publication date: October 2024.



346:26 Denis Carnier, François Pottier, and Steven Keuchel

variables at each generalization point. The parallel substitution only represents instantiations and
therefore does not really carry the required information. Using a weakening-only relation, which
we implemented and is the basis for F̂ree and Prenex monads, we can represent variables that have
been introduced after a generalization point.
Furthermore, our constraint language needs to be extended to account for generalization of

monomorphic types to type schemes and instantiation of types schemes. To handle instantiations,
one first needs to know which type scheme to instantiate. Alas, this depends on the result of
the solver on a subproblem. To remedy this problem, and keep constraint generation and solving
separate, Gustavsson and Svenningsson [2001] and Pottier and Rémy [2005] elegantly enrich the
syntax of constraints with so-called constraint abstractions or let constraints, which take the place of
type schemes. This representation thus remains first order and can be extended to support semantic
values [Pottier 2014]. We expect that similar extensions to our constraint language are required to
handle HM-style polymorphism.

On the solver side, we expect the unification algorithm to be largely reusable for monotypes, but
the solver needs to account for generalizations. This amounts to calculating a canonical solved form
from a solved form [Pottier and Rémy 2005]. As part of this, one usually needs to communicate
information “to the left” and across generalization points. This is typically tackled by replacing
existentials in the context with a set of new bindings [Bosman et al. 2023], or by moving existentials
and enriching information in an ordered context [Gundry et al. 2010]. Again, parallel substitutions
do not have enough structure to describe this, thus requiring us to adopt a bespoke subrelation.

Top level polymorphism. Aweaker form of polymorphism is to only generalize top level definitions
but not local let-bindings. This is for instance implemented in CakeML [Tan et al. 2015]. This
approach typically interleaves constraint generation and solving by first generating the constraints
for a single binding, solving those, then generalizing to construct a type scheme for the binding
before continuing with the remaining top-level bindings. For the constraint language, we still expect
something like constraint abstractions to be necessary, albeit with similar top-level restrictions. The
benefits, however, lie in simplifying the generalization part of constraint solving.

Rigid universals. Another possible extension is the inclusion of so-called rigid universal or Skolem
type variables [Vytiniotis et al. 2011]. These arise for instance from explicitly given type annotations
in a language with let-polymorphism (even without generalization), and the Odersky-Läufer
polymorphic subtyping system [Odersky and Läufer 1996]. Within the defining expression of the
universal, the universal itself can be referenced, but it can never be substituted by a type. Hence, it
acts more like a constant than a variable.
In the constraint language, we need to allow subconstraints to reference an additional set of

universals that are in scope in this subconstraint only. We expect that this can be modeled by
way of a new modality (akin to contextual modalities [Nanevski et al. 2008]) with its own set of
properties. Furthermore, to pass a semantic value of such a subconstraint to a continuation, this
extension would require an additional form of conjunction (or monadic bind). The continuation
then receives the result also under this modality. This is similar to what is observed by Martinot
and Scherer [2020], i.e. that outputs turn into modal inputs.

Efficient implementation. Many real-world implementations rely on highly space and time-
efficient implementations for constraint solvers to minimize compile time. Of equal interest to us is
therefore the mechanization of more efficient algorithms. On the one hand we wish to allow the
(computationally relevant parts of) weakening (§5.1) to be done in constant time, and on the other
hand we are interested in developing an efficient union-find-based constraint solver that leverages
Coq’s primitive arrays [Armand et al. 2010]. For this purpose, we hope to reuse our base logic
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(which we believe is sufficiently modular) and build atop it a program logic that simply enforces
consistency between the ghost and concrete state of the algorithm, i.e. a union-find data structure.

Object language parameterization. An obstacle to modularly reusing the code of our development
is that the object language types are fixed to be that of our chosen variant of the simply typed
lambda calculus and are currently not configurable. To address this we envision that the code needs
to be abstracted over the object language types and related methods. This includes the injection of
existential variables and closed types into open types, and traversals like substitution, an occurs
check, and unification. This can be achieved by either directly abstracting over these elements
and their proofs, or by adopting a datatype generic approach [Benke et al. 2003; Hinze 2000]
in which the traversals and their properties are implemented by recursing over the structure of
types. Datatype genericity has already been used in existing work to deal with intrinsically-scoped
syntax with binders [Allais et al. 2018; Asai and Kadowaki 2017; Keuchel and Jeuring 2012]. For
our purposes, a particular large universe of types that could be supported is that of fixed points of
finitary containers [Abbott et al. 2003; Gambino and Hyland 2004; Jaskelioff and Rypacek 2012;
Moggi et al. 1999] with the additional requirement that shapes have decidable equality. Both the
restriction to a finite number of fields per shape (constructor) and decidable equality of shapes are
required for unification.

Programming with presheaves. Next, we want to discuss the choice of working with indexed
sets and monotone functions by means of a box modality. Ideally, we can work with presheaves
in which every function is already monotone. We found that, without further support, working
with presheaves aggravates the problem of passing explicit witnesses. Chiefly, the problem we
are facing is that we do not know how to conveniently program in the internal language of the
presheaf model inside the proof assistant. The switch to a more explicit modal-logic approach
rather than an intuitionistic approach is a compromise, because we can be economic and make
functions monotonic only when needed. We are aware of other recent work to program in presheaf
models [Ceulemans et al. 2022], but we have not found anything that is practical enough for our
needs. Nevertheless, we believe that more insights in this direction may lead to more concise
formulations worth investigating.

Removing explicit weakening. Finally, related to the previous paragraph, our motivation for the
world-indexing and explicit weakenings revolved around the discovery of necessary abstractions
and their properties. Indeed, without it we would not have found the WP modalities of Figure 19
and in turn the ■ modality. Unfortunately, this created a lot of noise and boilerplate. Now that
we have identified the abstraction, we will focus on a representation for variables that remains
invariant under extension, i.e. when new existential variables are brought into scope. This will
banish explicit witnesses entirely from the code. For example using de Bruijn levels, one can drop
the world indexing and hide worlds entirely in the base logic. We hope to use our definitions to
define program logics with modalities that remain silent, i.e. without explicit weakenings.
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Data-Availability Statement
Our results are publicly available [Carnier et al. 2024a,b]. The artifact contains the mechanization
in the Coq proof assistant of all theorems and proofs discussed in the paper. Moreover, we provide
example programs, Haskell sources, and a script to reproduce the benchmark results from §5.1.
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